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growth arises when secular perturbations and gas drag act together to establish size-dependent encounter velocities that remain low when colliding bodies are of similar size. Collisions between bodies of markedly different size are at high velocity and can lead to cratering and erosion, but our simulations show that growth overcomes erosion (Fig. 2). This general result should apply regardless of whether the perturbations are from Jupiter-like companions formed earlier by disk instability, stellar-mass objects in multiple-star systems, or short-lived instabilities that lead to asymmetries in the massive protoplanetary disk. We propose classifying this new form of runaway growth as “Type II.”

Classical “Type I” runaway growth occurs in a self-gravitating population of planetesimals. Random orbital kinetic energy is exchanged during gravitational encounters between large and small bodies, and the population trends toward energy equipartition, a process dubbed “dynamical friction” (22). Dynamical friction lowers the encounter velocities of the larger bodies with respect to each other, enhancing their effective collision cross-sections and increasing the rate at which they accumulate each other. Under these conditions, nearly the entire growth period up to embryo size is in Type I runaway mode. In our simulations, which are not self-gravitating, the size-dependent phasing of orbital elements holds encounter velocities low between all similar-size bodies (typically 1 to 10 m s⁻¹) (Fig. 1). Initially, these encounter velocities exceed the planetesimal escape velocities so there is no enhancement of collision cross sections and growth is orderly. As larger and larger bodies grow, their escape velocity approach and then exceed the relatively low encounter velocities, causing the transition from orderly growth to Type II runaway growth. In this way, the effects of dynamical friction are mimicked by the size-dependent phasing of orbital elements.

Our attempts at including self-gravitating planetesimals (25) indicate that when the distribution reaches 10²⁴ to 10²⁵ g the mutual perturbations are beginning to become important, although they are still dominated by the size-dependent phasing of secular perturbations. This suggests that just as Type II runaway is getting under way, the population may begin a transition to Type I runaway or evolve by some combination of the two. A more rigorous treatment using hardware and software capable of efficiently handling a very large number of self-gravitating bodies (24, 25) could confirm this. The identification of Type II runaway growth suggests that planetary bodies can form in environments in which protoplanetary orbits may have higher eccentricities and inclinations than are usually considered. In addition to the Solar System model we provide here, other examples include young multiple-star systems and the post-supernova environment in binary-pulsar systems.
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Molecular Evidence for the Early Colonization of Land by Fungi and Plants

Daniel S. Heckman, David M. Geiser, Brooke R. Eidel, Rebecca L. Stauffer, Natalie L. Kardos, S. Blair Hedges

The colonization of land by eukaryotes probably was facilitated by a partnership (symbiosis) between a photosynthesizing organism (phototroph) and a fungus. However, the time when colonization occurred remains speculative. The first fossil land plants and fungi appeared 480 to 460 million years ago (Ma), whereas molecular clock estimates suggest an earlier colonization of land, about 600 Ma. Our protein sequence analyses indicate that green algae and major lineages of fungi were present 1000 Ma and that land plants appeared by 700 Ma, possibly affecting Earth’s atmosphere, climate, and evolution of animals in the Precambrian.
clear when land was successfully colonized by eukaryotes or how the environment was affected. However, the importance of symbiosis in this process is suggested by evidence of arbuscular mycorrhizae in the earliest fossil fungi (460 Ma) and in some of the earliest land plants (4–6). Lichens are known from the Devonian (400 Ma) (7), although Precambrian lichens and other fungi have been proposed (4, 8). Unfortunately, most fungi and primitive plants do not preserve well in the fossil record, leaving open the possibility of an earlier, unrecorded history (J). Molecular clock estimates for the evolution of fungi, based on a well-studied ribosomal gene, have suggested a late Precambrian (600 Ma) colonization of land (9), but until now, abundant data from nuclear protein-coding genes have not been analyzed.

We assembled and aligned amino acid sequences of potentially orthologous groups from available fungi in the National Center for Biotechnology Information (GenBank) protein sequence databases (10). Of those, 119 proteins were found to be suitable for estimating fungal divergence times. For clustering purposes, we followed a widely used taxonomic arrangement (11, 12). Molecular clock methods were used to date divergences between Basidiomycota and Ascomycota, Archascomycetes and other Ascomycota, Hemiascomycetes and filamentous Ascomycetes, Ustilaginomycetes and Hymenomycetes, Zygomycota (Mucorales) plus Blastocladiales and Basidiomycota plus Ascomycota, and Neocallimasticales versus all other groups. We also estimated the divergence between the human pathogenic yeast Candida albicans and the bakers’ yeast Saccharomyces cerevisiae, which is of importance for genetic and genomic studies of these species.

The estimate between the filamentous ascomycota groups Plectomycetes and Pyrenomycetes provides an internal time constraint within the fungal fossil record. Plectomycetes include the model fungus Aspergillus and many other human and animal pathogens such as Histoplasma and Coccidioides, whereas Pyrenomycetes include the model Neurospora and many plant pathogens such as Fusarium (head scab of wheat, Panama disease of banana), Cryphonectria (chestnut blight), and Magnaporthe (rice blast). Glo- 
momas, all other Zygomycota plus Blastocladiales (chytrids), and Neocallimasticales (chytrids) were recognized as monophyletic groups (11, 12).

Several groups of fungi, and comparisons among groups, lacked sufficient sequences for time estimation and thus were not considered: Glomales, Uredinomycetes, and the divergences between Zygomycota (Mucorales) and Blastocladiales and between Blastocladiales and Neocallimastix. Because of the widespread symbiotic relationships between fungi and plants (including green algae), we also obtained divergence time estimates for a green alga (Chlorophyta, Chlamydomonas) versus higher plants (Embryophyta) and a moss (Bryophyta, Physcomitrella) versus vascular plants (Tracheophyta, Arabidopsis, and other taxa) (13). These taxa were selected because of availability of nonchloroplast nuclear protein sequences, permitting animal-based calibration.

To reduce extrapolation error, we used multiple external calibrations from older divergences among animal phyla and kingdoms (plants, animals, fungi) derived from an analysis of 75 nuclear proteins calibrated with the vertebrate fossil record (14, 15). We estimated times using two methods: the multigene approach whereby times are averaged across genes (16, 17) and the average-distance approach involving concatenation of distances among genes (18, 19). We used a relative rate test to examine rate variation among taxa and a gamma correction to account for rate variation among sites (20). Rate variation was relatively low, with most comparisons averaging less than 10% difference between branches (Fig. 1). As would be expected, the branch length data for fungi, involving longer sequences (average protein length, 446 amino acids), showed less variation than branch length data for green algae and land plants, which involved shorter sequences (averaging 291 and 102 amino acids, respectively).

Divergence time estimates for nearly all
of the major divergences within fungi are deep within the Precambrian, 1458 to 966 Ma (Table 1 and Fig. 2). These times are significantly older than previous estimates based on the small-subunit nuclear ribosomal gene, which place the same splits at 660 to 370 Ma (9). Similarly, our dates for the Candida-Saccharomyces divergence (841 Ma) and the Pyrenomycetes-Plectomycetes divergence (670 Ma) are older than previous ribosomal gene estimates (140 and 310 Ma, respectively) (9). The closeness in divergence times of the major groups, with overlapping confidence intervals, resulted in one case of topological inconsistency: The Mucorales/Blastocladiales versus Basidiomycota/Ascomycota divergence is slightly more recent than the Basidiomycota versus Ascomycota divergence, although the difference is not significant.

Given these time estimates and assumed fungal phylogeny (11, 12), we can infer that Glomales originated after chytrids diverged from the other groups, but before Basidiomycota split from Ascomycota, about 1400 to 1200 Ma. Previous estimates are 590 Ma (9) and 462 to 533 Ma (21). This corresponds to the appearance of terrestrial fungi, and pushes back the origin of the first terrestrial eukaryotes, and earliest possible mycorrhizal associations, by about 800 million years (Myr). These data also indicate that lineage diversification within Ascomycota and Basidiomycota began shortly after divergence of those two major groups. The green algal divergence (1061 ± 109 Ma) establishes a minimum time when green algae existed, and the bryophyte divergence (703 ± 45 Ma), between two terrestrial lineages, is a minimum molecular clock estimate for the colonization of land by plants. The latter was unexpected considering the absence of fossil land-plant spores, containing decay-resistant sporopollenin, from the Precambrian.

The more recent estimates obtained in the ribosomal RNA gene study (9) largely are the result of using a more recent calibration (965 Ma) for the fungi-animal divergence, based on a molecular clock estimate tied to the vertebrate fossil record (22). However, that calibration was revised in a subsequent study to ~1200 Ma (23), narrowing the difference. The calibration used here for the divergence of the three kingdoms (1576 Ma) derives from a more recent molecular clock study (14) also tied to the vertebrate fossil record, but based on refined vertebrate calibration dates, different methodology, and a different data set. A colonization of land by fungi deep in the Precambrian (>900 Ma) is inferred with either calibration (1200 or 1576 Ma) or data set (ribosomal RNA gene or nuclear proteins).

Because these time estimates are older than expected, it is of interest to know the effect of an internal (minimum) calibration. The oldest well-documented ascomycotan fossils are 400-My-old Rhynie chert perithecia, asci, and ascospores that resemble those of extant Pyrenomycetes (24). These fossils are about 60% as old as our estimate for the Plectomycetes-Pyrenomycetes divergence (670 Ma) and cannot be accounted for with the ribosomal estimate (310 Ma) (9). If a 60% rate adjustment is applied, the minimum times for the major fungal divergences are 875 to 580 Ma. A second fossil constraint involves red algae, which are dated to 1200 Ma (25). If red algae evolved on the plant lineage (26), the divergence of the three kingdoms (set here at 1576 Ma) (14) must be older than 1200 Ma. Applying this rate adjustment (76%) yields minimum time estimates of 1108 to 757 Ma for the major splits within fungi. Thus, Precambrian time esti-

---

**Table 1. Divergence time estimates.**

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Number of proteins</th>
<th>Total amino acids*</th>
<th>Divergence time estimates (Ma)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Constant</td>
<td>All</td>
</tr>
<tr>
<td>Neocallimasticales (chytrids) vs. other groups</td>
<td>5</td>
<td>2</td>
<td>1,976</td>
</tr>
<tr>
<td>Mucorales/Blastocladiales vs. Basidiomycota/Ascomycota</td>
<td>27</td>
<td>17</td>
<td>8,821</td>
</tr>
<tr>
<td>Basidiomycota vs. Ascomycota</td>
<td>52</td>
<td>37</td>
<td>19,800</td>
</tr>
<tr>
<td>Ustilaginomycetes vs. Hymenomycetes</td>
<td>8</td>
<td>4</td>
<td>2,948</td>
</tr>
<tr>
<td>Archiascomycetes vs. other Ascomycota</td>
<td>88</td>
<td>70</td>
<td>37,500</td>
</tr>
<tr>
<td>Hemiascomycetes vs. filamentous Ascomycota</td>
<td>68</td>
<td>48</td>
<td>26,921</td>
</tr>
<tr>
<td>Candida albicans vs. Saccharomyces cerevisiae</td>
<td>35</td>
<td>26</td>
<td>15,258</td>
</tr>
<tr>
<td>Plectomycetes vs. Pyrenomycetes</td>
<td>40</td>
<td>28</td>
<td>18,174</td>
</tr>
<tr>
<td>Mosses versus vascular plants</td>
<td>48</td>
<td>41</td>
<td>13,996</td>
</tr>
</tbody>
</table>

*Aligned, with gaps, missing data, and ambiguities removed. †Mean (multigene, constant rate; average distance, constant rate) ± SE (multigene, constant rate). ‡Mode used here.
Fig. 3. Divergence time estimates for major groups of fungi, plants, and animals (Table 1). Thick horizontal bars at branch points are ± 1 SE; narrow bars delimit 95% confidence intervals; thick bars on branches denote fossil record of fungi; solid circles are calibration points; open circle is internal (fungal) fossil constraint. H. Hemiiascomycetes. The branching order of three groups (Ascomycota, Basidiomycota, Mucorales/Blastoziadiolidae) is shown as unresolved for topological consistency. On the basis of branching order from other data (11, 12), glomalean fungi diverged after chytrids and before the basidiomycotan/ascomycotan divergence, ~1400 to 1200 Ma.

References and Notes

10. Sequences were aligned with Clustal W (38), and upon visual inspection of the alignments, highly divergent prokaryote sequences were omitted. Neighbor-joining trees were constructed from the alignments with MEGA (39) (complete-deletion, gamma distance), and only orthologous groups were used in subsequent analyses. Paralogous groups were identified by branching orders suggesting gene duplication, and omitted. If available, eukaryotic taxa basal to the divergence of plants, animals, and fungi were used as outgroups in rate tests. If eukaryotic sequences were unavailable, prokaryotes were used as outgroups.
13. For the green algal and bryophyte divergences, 48 proteins averaging 292 amino acids, and 54 proteins averaging 103 amino acids, respectively, were obtained for analyses. The Phycosimilaeae sequences (Leeds/Wash U. Moss EST Project) were trimmed by 10% at the 3’ end before analysis, and all alignments were checked visually to guard against expressed sequence tag (EST)–related sequence errors. Available tracheophytes were used, including Arabidopsis, Brassica, Nicotiana, Oryza, Pisum, Solanum, and Zea.
15. We estimated divergence times using the animal-plant-fungus divergence (1576 Ma), the nematode-arthropod divergence (3117 Ma), and the arthropod-choristome divergence (993 Ma) as calibration points (14).
19. Gene-specific rates of sequence change were estimated by linear regression (intercept fixed through the origin) from one or more of these calibrations and applied to the intergroup distance estimates (40) to produce gene-specific time estimates. Single- gene time estimates were averaged to obtain multi-gene times (16, 17). Where sufficient numbers of proteins (>35) were available, modes were used rather than means to reduce possible error from paralogous comparisons (17). For the average-distance method, time estimates were made by weighting individual gene distances and rates by sequence length, and dividing summed distances by summed rates (18).
20. Gene-specific gamma parameters were calculated and used for distance and time estimation (41). Gamma parameters averaged 1.25 and 1.19 (all genes, rate-constant genes) for the fungal alignments, 2.51 and 2.73 for the green algal alignments, and 1.58 and 1.63 for the land-plant alignments. Relative rate tests (42) were conducted with PHYLTEST (40). Analyses were performed for constant-rate genes and all genes. Sequence alignments, accession numbers, gene-specific gamma parameters, and other supplementary data are available at www.evogenomics.org/publications/data/fungi/.
Coordination of a Transcriptional Switch by HMG(I)(Y) Acetylation

Nikhil Munshi, Theodora Agalioti, Stavros Lomvardas, Menie Merika, Guoying Chen, Dimitris Thanos*

Dynamic control of interferon-β (IFN-β) gene expression requires the regulated assembly and disassembly of the enhanceosome, a higher-order nucleoprotein complex formed in response to virus infection. The enhanceosome activates transcription by recruiting the histone acetyltransferase proteins CREB binding protein (CBP) and p300/CBP-associated factors (PCAF)/GCN5, which, in addition to modifying histones, acetylate HMG(I)(Y), the architectural component required for enhanceosome assembly. We show that the accurate execution of the IFN-β transcriptional switch depends on the ordered acetylation of the high-mobility group I protein HMG(I)(Y) by PCAF/GCN5 and CBP, which acetylate HMG(I)(Y) at distinct lysine residues on endogenous promoters. Whereas acetylation of HMG(I)(Y) by CBP at lysine-65 destabilizes the enhanceosome, acetylation of HMG(I)(Y) by PCAF/GCN5 at lysine-71 potentiates transcription by stabilizing the enhanceosome and preventing acetylation by CBP.

Gene-specific transcriptional switches are thought to be generated through the dynamic assembly and disassembly of transcription factor-enhancer DNA complexes, although the mechanisms controlling these processes in real time are poorly understood. Virus-induced activation of the IFN-β gene represents one of the best characterized transcriptional switches in eukaryotic cells (1). A 65-bp enhancer element contains the necessary information for directing the assembly of a virus-induced enhanceosome consisting of NF-κB, IRFs, ATF-2/cJun, and the architectural protein HMG(I)(Y), which orchestrates this process by mediating a network of protein-DNA and protein-protein interactions (2, 3). The enhanceosome is assembled in the nucleosome-free enhancer region, and it activates transcription by instructing a recruitment program of chromatin-modifying activities that target a strategically positioned nucleosome masking the TATA box and start site of transcription (4). The first step involves recruitment of the GCN5/PCAF complex, which acetylates the nucleosome, and this is followed by recruitment of the CBP-Poill holoenzyme complex (4–7). Nucleosome acetylation, in turn, facilitates SWI/SNF recruitment by CBP, resulting in chromatin remodeling and binding of TFIID to the promoter (4).

Consistent with the observation that histone acetylation takes place at the IFN-β promoter is the fact that the histone acetyltransferase (HAT) activities of both CBP and GCN5/PCAF are required to attain maximum levels of virus-induced IFN-β transcription (8, 9). However, CBP and GCN5/PCAF also acetylate HMG(I)(Y) at distinct lysine residues (K65 and K71, respectively), causing distinct effects on transcription. Acetylation of HMG(I)(Y) by CBP decreases its affinity for DNA, resulting in enhanceosome destabilization and transcriptional shutoff (8). Here, we show that acetylation of HMG(I)(Y) by GCN5/PCAF strengthens enhanceosome assembly and protects the enhanceosome from premature disruption by CBP-dependent acetylation of HMG(I)(Y).

To examine the role of K71 acetylation, an HMG(I)(Y) derivative in which K71 was mutated to arginine was used in cotransfection experiments along with an IFN-β reporter plasmid with or without a PCAF or PCAP HAT expression vector (10). These experiments revealed that expression of the mutant HMG(I)(Y) with or without the PCAF expression vectors strongly reduced the levels of virus-induced transcription throughout the time course, especially at early time points (e.g., 9 hours), and thus suggested a link between PCAF HAT activity and HMG(I)(Y) acetylation at K71, in addition to the link between PCAF HAT activity, histone acetylation, and IFN-β gene expression (4, 10). Therefore, because acetylation of HMG(I)(Y) by PCAF does not alter the affinity of HMG(I)(Y) for DNA (8) and because K71 lies in one of the critical protein-protein interaction domains of HMG(I)(Y) (3), we tested the effect of PCAF acetylation on the ability of HMG(I)(Y) to interact with the IFN-β activators. Recombinant wild-type (WT) or mutant HMG(I)(Y) proteins were radiolabeled by acetylation using PCAF or CBP in the presence of 3H-labeled acetyl-CoA, and the resulting mixture of 3H-labeled (~10 to 20%) and nonlabeled HMG(I)(Y) proteins was tested for interaction with the activators by glutathione S-transferase (GST) interaction experiments (11). Fluorography revealed that the fraction of HMG(I)(Y) protein radiolabeled by PCAF acetylation, but not by CBP acetylation, preferentially interacted with all activators (Fig. 1A, compare lanes 1 through 5 with 6 through 10). Parallel Western blot analysis revealed that CBP-acetylated HMG(I)(Y) interacted with the activators as efficiently as the unacetylated protein (Fig. 1A, lanes 22 through 33), thus ruling out the possibility that HMG(I)(Y) acetylation by CBP decreases its affinity for the activators. In addition, PCAF-acetylated and 3H-labeled HMG(I)(Y)(K71R) did not preferentially interact with the activators (Fig. 1A, lanes 11 through 15), although PCAF-acetylated 3H-labeled HMG(I)(Y) (K65R) interacted with the activators as efficiently as PCAF-acetylated wild-type HMG(I)(Y) (Fig. 1A, compare lanes 1 through 5 with 16 through 21).

To further support the conclusions from these experiments, three peptides were synthesized that encompassed the protein–protein interaction domain of HMG(I)(Y) but differed only in their acetylation state (Fig. 1B). These peptides were tested for their ability to compete with in vitro translated 35S-labeled HMG(I)(Y) for interaction with p50 (11). Whereas neither the unacetylated nor the K65-acetylated peptide could significantly compete with HMG(I)(Y) for interaction with p50 at these concentrations (Fig. 1C, lanes 1
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